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Summary 

  

•  Frank-Wolfe (FW) is a popular algorithm for 
constrained optimization over combinatorial 
objects, but its rate is sublinear 

•  We show the global linear convergence for the 
first time of several variants of FW: 

   away-steps FW (AFW), pairwise FW (PFW), fully-corrective FW 
(FCFW)  and Wolfe’s min-norm point algorithm (MNP) 

•  The constant in the rate introduces the   
`condition number’ of the constraint set: 

 

3)  for tracking [7] or video co-localization [16], 

 1)  for submodular function optimization [3], 

2)  for structured SVM learning [21] or for  
approximate marginal inference [18] (poster #48), 

Examples:   QP over combinatorial polytopes 

video co-localization [16 - Joulin et al. ECCV14]: 

Variants of FW 

zig-zagging problem for FW 

away step fix 

alternatively, 
pairwise FW  

direction 

Fully-corrective FW:  at each step, make 
correction over convex hull of visited vertices 

Lasso regression: 

• QP over flow-polytope 
• d = 660 
•              can be solved  
 using shortest path DP 
   algorithm in a network      

geometric strong convexity constant (new!) 

curvature constant 

Convergence Result 
• THM: Global linear convergence for the four 

variants of FW for strongly convex f: 
• away-steps FW (AFW) 
• pairwise FW (PFW) 

• fully-corrective FW (FCFW) 
• min-norm point alg. (MNP) 

  

 

‘width’ 
diameter 

properties: 
• analysis is affine invariant 
• constant bounded away from zero (unlike [12] for AFW) 
• first linear convergence result for FCFW and MNP 
• can be generalized also to: 

 
• gives `condition number’ for domain       :  

pyramidal width: 
• smallest directional width of pyramids 
 built with active set as base, FW point as summit, 

and using a feasible direction 
• value of                 for both  
 the prob. simplex and  
 unit cube in dimension d 
• regular simplex has smallest 
 cond. number:    d/2 
 giving                     complexity  
• cond. num. of cube:  

Proof Elements 

Illustrative Experiments 

angle between 
negative gradient 

and update direction 

 

• 2 Key points: 

(see illustration on right showing 
 possible PFW directions as r varies) 

Video  
co-localization [16]:  

Empirical tightness of rate: 


